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CERN AFS in numbers

• 25'500 AFS users
• 48'779 AFS volumes
• 407.8 million files (avg 65 KiB)
• 25/112 TiB space (used/total)
• 1500 million accesses/day (avg)
• 40 AFS servers in production
• 13'000 active AFS clients
• 325:1 client/server ratio
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Traffic... last month, last year



CERN AFS “Console”



Example: hot volumes



Last year changes

• All servers run OpenAFS 1.4.8
• Almost all servers run various flavors of Linux (RHEL, SL, SLC)
• Single Solaris box remain for restores (replacement planned)

• Backup user/project vol's to TSM
• KDCs run Heimdal 1.2

• CERN clients however use MIT (RedHat Enterprise, 1.3.4/1.6.1)

• Kerberos 4 phase-out
• Not yet complete, dealing with the “long tail”

• XFS used for scratch volumes
• Few SSDs in production

• STEC MACH8iops, 3000 wIOPS sustained



Future outlook

• AFS service is very stable
• Few incidents that are handled efficiently: largely automated procedures
• Service is “critical” but runs without a piquet

• Currently 2.75 FTE, go to 1.75?
• Massive space expansion?

• At least 1.5 PiB, possibly more

• Active Directory integration?
• Currently we control the KDCs → batch authentication with arc

• Windows realm is called CERN.CH as well...
• Possible unification of realms under AD – hot discussion



Current issues and worries

• Max. number of servers in cell
• Currently avg. 2.8 TiB/server → 1.6 PiB/250 servers = 6.4 TiB/server

• Rx latency issues
• Scalability tests show that massive load causes too many retransmits
• (in 2008) 2500 clients R/W reqs to a dual-GigE fileserver: 1.5 GiB/s

• Users want large volumes
• “I go to (insert your local electronics store here) and buy a terabyte!”
• Current max. allowed is 250 GiB (a few volumes exceptionally larger)
• Painful for backup, moving around for load balancing (partition size!)

• Volume corruptions
• Investigation in progress, long-term issue

• Kerberos replay cache too slow*
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